Real-Space Renormalization Yields Finite Correlations
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Real-space renormalization approaches for quantum lattice systems generate certain hierarchical classes of states that are subsumed by the multiscale entanglement renormalization Ansatz (MERA). It is shown that, with the exception of one spatial dimension, MERA states are actually states with finite correlations, i.e., projected entangled pair states (PEPS) with a bond dimension independent of the system size. Hence, real-space renormalization generates states which can be encoded with local effective degrees of freedom, and MERA states form an efficiently contractible class of PEPS that obey the area law for the entanglement entropy. It is further pointed out that there exist other efficiently contractible schemes violating the area law.
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Renormalization group (RG) methods aim at solving many-body problems by treating energy scales in an iterative fashion, progressing from high to low energies [1]. One of its earliest formulations is the real-space RG which works by repeated steps of thinning out local degrees of freedom and rescaling of the system as in Kadanoff’s block spin transformation [2]. In real-space RG approaches to quantum lattice models [3], in each RG step \( \tau \), the system is partitioned into small blocks. From those blocks high-energy states are eliminated and the Hamiltonian \( \tilde{H}_{\tau+1} \) for the renormalized system is obtained by applying the corresponding projection operators, exactly \( \tilde{H}_{\tau+1} = \tilde{P}_{\tau+1} \tilde{H}_{\tau} \tilde{P}_{\tau+1} \) or in some appropriate approximation, followed by a coarse graining of the lattice. This is iterated, e.g., until a step \( \tau = T \) is reached where the renormalized system consists of a single small block for which the ground state \( |\text{gs}_T\rangle \) can be obtained exactly. Applying the RG transformations in reverse order yields an approximation \( \tilde{P}_1 \tilde{P}_2 \ldots \tilde{P}_T |\text{gs}_T\rangle \) to the ground state of the original model. Those states, generated by the real-space RG, fall into the class of so-called tree tensor networks (TTN) [4].

A recent more elaborate real-space RG scheme, the multiscale entanglement renormalization Ansatz (MERA) [5,6], a genuine simulation technique for strongly correlated systems, allows in each RG step for local unitary operations to be applied before the elimination of block basis states. The technique generates hence a more general class of states, referred to as MERA states; see Fig. 1.

Whereas the degrees of freedom of MERA and TTN states are organized in a hierarchical structure encoding correlations on different length scales, there exists a different class of so-called finitely correlated states where the degrees of freedom are organized in a strictly local manner. For \( D = 1 \) dimensional systems they are often referred to as matrix product states [7], and for \( D \geq 1 \) as tensor product Ansätze or projected entangled pair states (PEPS) [8]; Fig. 2. PEPS are the basis of powerful numerical techniques, such as the very successful density-matrix renormalization group [9].

In this Letter, we establish the surprising fact that, for \( D > 1 \), real-space RG, despite of the inherently hierarchical nature of the procedure, generates states that capture correlations by local degrees of freedom. More specifically, it is shown that MERA states form a subclass of PEPS, unifying both approaches. This also explains the failure of real-space RG for some situations for which merely anecdotal evidence had previously accumulated.

PEPS, TTN, and MERA are all tensor network states (TNS). In terms of an orthonormal product basis \( |\alpha\rangle = \bigotimes_{i=1}^N |\sigma_i\rangle \) for a lattice of \( N \) sites, TNS are of the form \( \sum_\sigma \psi_\sigma |\alpha\rangle \) where the expansion coefficients \( \psi_\sigma \) are encoded as a partially contracted set of tensors; Fig. 2.

Recently, this notion has been generalized to the fermionic case [10]. For a PEPS, to each site \( i \), a tensor \( A_i \) is assigned which has one physical index \( \sigma_i \) and further auxiliary indices—one for each nearest neighbor—which need to be contracted to obtain \( \psi_\sigma \); Fig. 2. For TTN and MERA,

![FIG. 1 (color online). A 1D MERA with linear branching ratio \( b = 2 \). Circles, squares, and the triangle denote tensors, the lines denote contractions of those tensors. The squares are isometries that map two local subsystems \( \mathcal{H}_i \) and \( \mathcal{H}_{i+1} \) into one \( \mathcal{H}_{i \to i+1} \) as in Kadanoff’s block spin transformation. The circles denote unitary operators, disentanglers, reducing the entanglement between \( \mathcal{H}_i \) and \( \mathcal{H}_{i+1} \) and the rest of the system before the action of the isometry. Tensor positions are chosen according to Eq. (6) such that stacking of tensors is avoided.](image-url)
the tensors are arranged in a hierarchical pattern with the physical indices in the lowest layer; Fig. 1. The number of degrees of freedom of a TNS can be tuned by changing the number \( \chi \) of values each auxiliary index runs over. Increasing \( \chi \) for a fixed structure of the TNS enlarges the variational space, allowing for a more precise approximation to the exact ground state in a variational method, but increases computation costs. Hence, \( \chi \) is called the refinement parameter of the TNS. The computational costs for efficient simulation techniques scale polynomially in \( \chi \).

For \( D = 1 \), TTN and MERA states can in general not be encoded efficiently as PEPS. There are MERA states with an entanglement entropy that scales logarithmically in the subsystem size [11], as occurring in critical models [12], whereas the entanglement entropy of 1D PEPS saturates for large subsystem sizes. In this respect, MERA states are more useful than PEPS for this case. For \( D > 1 \), however, our aforementioned result on real-space RG means in the tensor network language that MERA states with a refinement parameter \( \chi \) can be mapped efficiently to PEPS such that the resulting PEPS refinement parameter \( \chi_{\text{PEPS}} \) is some system-size independent function of \( \chi \). This also implies that \( D > 1 \) MERA states always obey the entanglement area law just as PEPS [12,13]. This behavior is shared by ground states of noncritical systems and critical bosons. Ground states of critical fermions, however, can violate the area law [12,14]. Consequently \( \chi \) needs to be scaled polynomially in the system size in order to describe such critical fermionic systems accurately. Otherwise, the real-space RG schemes addressed here [3,5] are necessarily imprecise in that case. The remaining advantage of \( D > 1 \) MERA is that local observables and correlation functions can be evaluated efficiently, whereas, for PEPS, approximations are necessary. In this sense, MERA states simply form an efficiently contractible subclass of PEPS. This raises the question of whether any efficiently contractible tensor network automatically yields an area law which is, however, not the case. To show this, we construct an example of efficiently contractible TNS based on unitary quantum cellular automata (QCA). For a specific choice of the tensors, one obtains instances that violate the area law for generic bipartitions of the system.

General procedure for mapping TNS to PEPS.—All TNS can be mapped to PEPS, although not necessarily in an efficient manner. To map a TNS to a PEPS one can (a) assign each tensor of the TNS to a specific site of the physical lattice [15]

\[
\mathcal{V}_{\text{phys}} := \{0, \ldots, L - 1\}^D \subset \mathbb{Z}^D,
\]

and (b) for each contraction line that connects the tensors, decide on a specific path for that line on the edges \( \mathcal{E}_{\text{phys}} \) of the physical lattice,

\[
\mathcal{E}_{\text{phys}} := \{(r, r') \in \mathcal{V}_{\text{phys}} \times \mathcal{V}_{\text{phys}} | |r - r'|_1 = 1\}.
\]

See Fig. 2. The tensors composing the PEPS are then obtained by introducing for each edge of the lattice an auxiliary vector space that is the tensor product of the vector spaces of all TNS contraction lines that traverse that edge. The elements of the PEPS tensor for site \( i \) are determined by the elements of all the TNS tensors that were assigned to site \( i \). See Fig. 2(b).

Given a family of TNS for different linear system sizes \( L \), a mapping of the TNS to PEPS is called efficient if there exists an upper bound \( \chi_{\text{PEPS}} \) on the resulting PEPS refinement parameter that is independent of \( L \). Applying the described mapping procedure for a 1D MERA state inevitably results in an inefficient mapping, i.e., in a PEPS refinement parameter \( \chi_{\text{PEPS}} \) that diverges with the system size. This is not just a feature of the specific procedure. In [11], a family of 1D TTN states is constructed for which any mapping to PEPS necessarily requires \( \chi_{\text{PEPS}} \) to diverge with the system size.

Qualitative argument.—The following argument motivates why an efficient mapping of MERA to PEPS should be possible for \( D > 1 \). Let us assign to each contraction line of the MERA state a finite cross section, e.g., equal to \( a^{D-1} \) with the lattice spacing \( a \). Then one can ask what \( D \)-dimensional volume \( V(\tau) \) the contraction lines of a certain layer \( \tau \) connecting to layers with \( \tau' \leq \tau \) cover. Those contraction lines of layer \( \tau \) have length \( \ell(\tau) \approx ab^\tau \), where \( b \) is the linear branching ratio of the MERA. The number of lattice cells in layer \( \tau \) is \( b^{(T - \tau)D} \), Fig. 1. Hence, the volume covered by the contraction lines of layer \( \tau \) is \( V(\tau) \approx a^{D-1} \ell(\tau)b^{(T - \tau)D} \approx b^{DT - (D - 1)\tau} \). The density of the MERA contraction lines, or more precisely, a resulting estimate for the average number of contraction line paths traversing a unit cell of the physical lattice (\( \tau = 0 \)) is hence

\[
\log \chi(\chi_{\text{PEPS}}) \approx b^{-TD} \sum_{\tau=0}^T V(\tau) \approx \sum_{\tau=0}^T b^{-(D-1)\tau}
\]

\[
\Rightarrow \log \chi(\chi_{\text{PEPS}}) \approx \begin{cases} 
\frac{T}{1 - b^{-(D-1)}} & \text{for } D = 1 \\
\frac{T}{1 - b^{-(D-1)}} & \text{for } D > 1, T \to \infty.
\end{cases}
\]
Note that for an edge traversed by $n$ paths, one obtains an upper bound $\chi_{\text{PEPS}} = \chi^n$ to the PEPS refinement parameter, i.e., $n = \log_{\chi} \chi_{\text{PEPS}}$. As $T = \log_b L$, 1D MERA with a fixed refinement parameter $\chi$ have according to Eq. (3) the potential to encode states with a logarithmic scaling of the entanglement entropy [11], as occurring in critical 1D systems. For $D > 1$, however, Eq. (3) suggests that there is enough space on the physical lattice to assign the MERA contraction lines to paths on the lattice such that the mapping to PEPS is efficient. That this is indeed possible is proven constructively in the following.

Preconditions for MERA states.—In order to show that the mapping presented in the following is efficient, it is necessary to exploit the defining properties of MERA states that correspond directly to features of the real-space RG and can be summarized as follows. (i) The MERA state is a TNS for a $D$-dimensional square lattice $(\mathcal{V}_{\text{phys}}, \mathcal{E}_{\text{phys}})$ consisting of $L^D$ unit cells with

$$L = b^T,$$

(4)

(ii) The MERA consists of $T$ layers of tensors labeled by $\tau = 1, \ldots, T$. (iii) There is an upper bound $\chi$ on the dimension of the vector spaces associated to the tensor indices, and an upper bound $C_o$ on the order of each tensor. (iv) With each layer, we associate a coarse-grained square lattice $\mathcal{L}_\tau$ of $(L/b^\tau)^D$ cells of the physical lattice

$$\mathcal{L}_\tau := \{0, \ldots, L/b^\tau - 1\}^D \subset \mathbb{Z}^D,$$

(5)

and $\mathcal{L}_0 := \mathcal{V}_{\text{phys}}$. Every cell of lattice $\mathcal{L}_\tau$ contains corresponding $b^D$ cells of lattice $\mathcal{L}_{\tau-1}$. (v) There exists an assignment of the tensors of layer $\tau$ to cells of the lattice $\mathcal{L}_\tau$ such that the number of tensors inside a single cell is bounded from above by a constant $C_r$, and the distance of contracted tensors is bounded from above by $C_r$, where the distance of a tensor of layer $\tau$ to a tensor of layer $\tau' \leq \tau$ is defined as the $L_1$ distance of their corresponding cells in $\mathcal{L}_\tau$ [16]. (vi) For $|\tau - \tau'| > C_T$, there are no contractions between tensors of layer $\tau$ with tensors of layer $\tau'$.

The upper bounds $\chi$, $C_o$, $C_r$, and $C_T$ are required to be independent of the system size $L$. [17] The stated conditions guarantee that the MERA features a so-called causal cone [6]. Hence, local observables can be evaluated efficiently if all tensors are chosen isometric. As we require only upper bounds on the MERA refinement parameter, the apparent restriction to square lattices is not essential. The conditions stated above are met for all typical MERA structures considered in the literature so far. See Fig. 3(a) for a 2D MERA with $b = 2$, $C_o = 8$, $C_r = 2$, and $C_T = 1$, for which one can reach $C_T = 2$.

Efficiently mapping MERA to PEPS for $D > 1$.—Let us explain a general scheme for mapping MERA states for $D > 1$ dimensional systems efficiently to PEPS. The preconditions listed above are assumed to be given. A simple procedure to assign the MERA tensors to certain lattice sites is to put the tensors of cell $n \in \mathcal{L}_\tau$ of layer $\tau$ to the site $r_j(n) = b^\tau n \in \mathcal{V}_{\text{phys}}$. The problem with this approach is that one generates stacks of tensors at certain lattice sites, i.e., there exist positions $r \in \mathcal{V}_{\text{phys}}$ to which a number of tensors is assigned that is not independent of the lattice size. For example, at site $r = (0, \ldots, 0)$ a number of $\chi T = \log_b L$ tensors accumulate. Further stacks of tensors with height $\propto T^*$ accumulate at lattice sites with coordinates $b^r(1, \ldots, 1)$. It is necessary to avoid such stacks of tensors, because they imply in general that $\chi_{\text{PEPS}}$ diverges with the system-size. Stacks can be avoided by shifting the allowed tensor positions for different layers relative to each other. One possible such choice for $r_j(n)$ is

$$r_j(n) = b^\tau n + b^{-1}e \in \mathcal{V}_{\text{phys}} \quad \text{with} \quad n \in \mathcal{L}_\tau,$$

(6)

and $e := (1, \ldots, 1) \in \mathbb{Z}^D$ as demonstrated in Fig. 1. With this choice, two tensors can end up at the same site only if they belong to the same layer $\mathcal{L}_\tau$ and the same lattice cell $n$ within that layer. The possible tensor positions of layers $\tau$ form disjoint sublattices $\mathcal{V}_\tau$ of the physical lattice.

$$\mathcal{V}_\tau := \{r_j(n) | n \in \mathcal{L}_\tau\} \subset \mathcal{V}_{\text{phys}}, \mathcal{V}_\tau \cap \mathcal{V}_{\tau' \neq \tau} = \emptyset.$$

All coordinates $r_j$ of $r \in \mathcal{V}_\tau$ have a $b$-adic valuation of $\tau - 1$, where the $b$-adic valuation $v_b(n)$ of an integer $n$ is defined such that $v_b(n) = \tau$ iff $\tau$ is the largest integer such that $n \mod b^\tau = 0$, for example, $v_2(12) = 2$. Avoiding stacks of tensors is not sufficient for an efficient PEPS encoding. In $D = 1$, all contraction lines are assigned to paths that necessarily stack up on the $x$ axis, Fig. 1. This stacking of the paths can be avoided in $D > 1$ by assigning contraction lines between tensors of layers $\tau$ and $\tau'$ to paths that are restricted to edges from subgrids $\mathcal{E}_\tau$ and $\mathcal{E}_{\tau'}$ and that are shortest paths with respect to the $L_1$ distance on $\mathcal{V}_\tau \cup \mathcal{V}_{\tau'}$. Here, a grid $\mathcal{E}_\tau$ is defined as the subset of physical edges connecting nearest neighbors of the lattice $\mathcal{V}_\tau$ on straight lines; see Fig. 4.

$$\mathcal{E}_\tau := \{(r, r + e_l) \in \mathcal{E}_{\text{phys}} | v_b(r_j) = \tau - 1 \quad \forall \ j \neq l\}.$$
with $[e] = \delta_{i,j}$. Hence $\mathcal{E}_e \cap \mathcal{E}_{e'} = \emptyset \forall e \neq e'$. For this choice of tensor positions and paths of MERA contraction lines an upper bound for the resulting PEPS refinement parameter $\chi_{\text{PEPS}}$ follows: Contraction lines assigned to an edge $e = (r,r') \in \mathcal{E}_e$ contract tensors of layer $\tau$ with tensors of layers $\tau'$ where $|\tau - \tau'| \leq C_T$. For a layer $\tau'$ with $\tau' > \tau$, tensors from at most $(2C_\tau)^D \sum_{r=0}^{|\tau|} b^{D_r}$ cells around the cell corresponding to site $r$ can have contraction line paths traversing edge $e$. From the layers $\tau'$ with $\tau' \leq \tau$, tensors of at most $(2C_\tau)^D \sum_{r=0}^{|\tau|} b^{D_r}$ cells can contribute. Thus, the number of contraction line paths traversing edge $e$ and hence $\log \chi_{\text{PEPS}}$ are bounded from above by

$$\log \chi_{\text{PEPS}}(r) \leq (2C_\tau)^D (C_T + b^{D(C_r+1)}) C_{\tau'}.$$  

As this upper bound is independent of the system size, the presented mapping of MERA to PEPS is efficient.

The scheme displayed in Fig. 3(b) for mapping the 2D MERA defined in Fig. 3(a) to a PEPS results in the PEPS refinement parameter $\chi_{\text{PEPS}} = \chi^6$. In the supplement [11], the notion of a refined PEPS is introduced which allows for a favorable scaling, $\chi_{\text{refined}} = \chi^2$ in this case.

QCA violating the area law.—Let us point out that, also for $D > 1$, there exist efficiently contractible TNS that violate the entanglement area law; more details in [11]. Consider a QCA consisting of 2T layers, where in every layer, $(L/2)^D$ local unitary gates are applied to plaquettes of $2 \times \ldots \times 2$ sites each. For $T = (\log L)^{1/D}$, the computation cost for the evaluation of local observables with respect to such QCA is polynomial in $L$, namely $O(L^2(\log L)^{1/D})$. At the same time, one finds for a suitable choice of the unitary gates and generic choices for subsystems $\mathcal{A}_L$ with $\text{Vol}\mathcal{A}_L \approx L^D$ an entanglement entropy of $S_{\mathcal{A}_L} = \Omega(L^{D-1}(\log L)^{1/D})$ which violates the area law.

Conclusion.—In this Letter, we have shown that MERA states for $D > 1$ can be efficiently encoded as PEPS. From a physical perspective, the result implies that real-space RG techniques, despite the scale-invariant features of the TNS they generate, give rise to states that can be encoded with local degrees of freedom. As a corollary, it follows that $D > 1$ MERA states obey the area law for the entanglement entropy [12,13]. Consequently, the refinement parameter $\chi$ needs to be scaled polynomially in the system size in order to describe $D > 1$ critical fermionic systems accurately. Otherwise, the real-space RG schemes addressed here [3,5] are imprecise for such systems.
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